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Need for a better transport

Global mobile traffic (monthly ExaBytes) '] O\<
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20 growth in mobile
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@ Data: mobile phones
" Voice 2013 and 2019

Mobile traffic generated

by mobile phones has

exceeded that from

mobile PCs, tablets

and routers
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A New servicdevel KPIs: demand for massive increase of network capacity

A Operators need to reduce CAPEX/OPEX in a scenario with reduced ARPL
and increased needs in term of infrastructure

A Transport resources are vastly heterogeneous

A Need for adaptive, sharable, cesfficient and clouebased 5G transport
I Integratingfronthauland backhaul resources
I Cooperating with the access and core networks
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Xhaul Project e e

@Xhaul_eu

A Develop novel physical and link layer technologies meeting 5G requirements

A Develop a unified data plane for backhaul afi@nthaul
I Supporting all RAN functional splits
I Supporting required synchronization
I With one versatile frame format
I Requires new packet switch architectures
A Develop a unified control plane for backhaul afidonthaul based on SDN
I Common network model
i Common set of API functions
I Resulting in abstraction layer for BH/FH
A Develop SDN apps on top of abstraction
I Monitoring and prediction framework
I Backhaulfronthaulinfrastructure planning and dimensioning
I Contextaware resource management (policies, routing, function placement)
i Network-aware media distribution framework

A Evaluate the develope&haultechnologies integrated on a 5@stbed
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A Interconnection Plane

i XhaulPacket Forwarding Elements (XRErconnectinga broad set ohovel technologies to
create apacketbased network

A GeneraProcessinglane
i XhaulProcessindJnits (XPU$that carryout the bulk of the operations
A EndPointPlane
i Network Functionsandtheir interconnectionswith the other planes
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Functional Architecture of Xhaul &«

Energy Efficient

Re-configurab

Technology abstraction & Integration
XHAUL Data/Control & Management

Fiber Optics
Wireless Sub-6GHz aw 5G PoA
mmWave aw cNodeB
RRH
microWave ______. -
Copper aw Pico/Femto
Free Space ... . AW Processing Node
Optics

A Technology abstraction and integration layer

I Integration of the different technologies (includifrpnthaul and backhaulin a common
packet network

i based ortechnology abstraction, unified framing and common data, control and
management planes

A XhaulServices Layee.g. Multitenancy)
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XhaulControl Infrastructure (XCI) &
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ATheXhaulControl Infrastructure is in charge of:
I Controlling the forwarding in the network

I Assigning RRHSs to virtual BBUs based on network capacit
multi-tenancy contracts and functional splits

I Allocating VNFs, such as BBUs, CDN, etc.
I Orchestrating the networking and IT resources
I Optimizing the energy consumption of the network
i X
Alt is thebrain of the Xhaularchitecture
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Highlevel vision of the XCI

ALeveraging SDN and NFV standards
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XCI SDN architecture
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A Dynamic resource allocation
I Selection of the most appropriate technology
I Function placement
I Traffic offloading
A Network adaptation
I Modification of physical layer parameters
I Handling of link failure or degradation

11/7/2015 CTTE Conference 9



_CREA%;ng'j«;i

What about the other
side of the core?
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Most of the traffic passes through the Intern
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Transport Network shall be able to satisiydto-endservicelevel KPIs
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Applications are the driver

Mobile data traffic by application type 1 3 \(
(monthly ExaBytes) /

growth in mobile video traffic

20 Segment

: e sheine between 2013 and 2019

18 1deo

Audio Source: Ericsson mobility report, 2014
16 @ Web browsing

@ Social networking
. Software download and update
@ Otherencrypted

@ Other

2010 201 2012 2013 2014 2015 2016 2017 2018 2019

A Two network applications

I Content Delivery Network (CDN): paser distribution of video contents,
typically ondemand

i TV broadcasting: broadcasting of video contents, typically live events
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Case study: applications and reqguirements

A CDN A TV broadcasting
I Unicastconnections I Multicast connections

A Origin to replica server A Site to production (over IP)
T Very High BW (massive contents) I Very High BW (e.g. 80Mbit/s)
i No strict latency requirements i No packet loss, low jitter

A Replica server to customer A Production to customer
T Moderate BW I High BW (40bit/s)
i No strict latency requirements i No packet loss, low jitter

Need for enetlo-end applicatiorcentric service in the transport

A  ORIGIN

\%\l\':

A CONTENT
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The ACINO approach wwwacino.eu
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Low
bandwidth

App specific
requirements

l

Fixed transport layer

High bandwidth Aggregate requirements

A Applied to our case:
I CDN:
A Shared optical connection
A Optical restoration
I TV broadcasting:

A Dedicated optical connection (low latendy)

A IP protection
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ACINO EU projec

@acinoH202C

ACINO

Medium/ High
bandwidth

App specific
requirements

App-class
requirements

Applicationaware transport layer

Multi-layer multitechnology

(IP/Optical) network orchestratio
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http://www.acino.eu/
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SERVICE LEVEL ORCHESTRATION
INTENT PROVIDHEE INTENT PROVIDE INTENT PROVIDE INTENT PROVIDE

XHAUL XCI ACINO network orchestrator
RN DC CTRL
CTRLf TECHI TECHI1

ctrLl cTrL IP CTRL OPTICAL CTR

MOBILE

A Multi-layer optimizatiorincluding all transport (LO to L3) layers
A Hierarchy of controllers
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Conclusions

A As of todayfronthaul and backhaul are separate and
Incompatible network segments

A>haul project addresses this issue by proposing
Integrated control and data planes

I Enabler for dynamic resource management in 5G transpor
networks

A Applications require ertb-end perspective
I Interoperation with the core/metro transport is needed

I Synergy WithACING project (applicataantric transport)
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Thank you for your kind attention!!
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